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Introduction 
We started with a simple question: What surprises have you experienced since you started 
deploying flash storage in your organization?  Of course, surprises can be good or they can be 
bad, but we sought to understand what may have changed – and what’s not changed – since 
our survey respondents deployed flash storage into their environments.  To that end, we asked 
1,000 people to share with us their attitudes and experiences around storage.  In this report, we 
will share with you what we learned and how you may be able to use this information to better 
inform your own path forward. 

Storage Architecture Landscape 
To help you better understand how we’ve analyzed responses, we wanted to learn about what 
really happens as you make the jump from an all-disk environment to one that includes flash 
as an element.  So, we’ve separated those respondents that identified as running an all-disk 
environment from those that are running hybrid or all-flash systems.  For these purposes, 33% 
of respondents are running a storage infrastructure based on all spinning disk.  67% have 
adopted flash in some way – 5% are all flash and 62% are running hybrid environments, which 
combine flash and spinning disk. Figure 1 provides you with an overview of the respondent 
storage environment. 

Figure 1: Respondent storage environment overview 
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Flash Adoption Rate 
It’s important to know exactly where people stand when it comes to flash.  We asked 
respondents to tell us about how much flash capacity they have in their data center today and 
how much they believe that they will have in 12 months and in 24 months.  Figure 2 shows you 
that, over the next 12 to 24 months, flash adoption is expected to continue to rise with 
organizations increasing the overall percentage of flash as compared to disk.  The red bars 
represent those that are running data centers with less than 50% flash storage while the purple 
bars show those environments that are running more than 50% on flash storage. 

Today, we see that just 13% of respondents are running their data centers with more than 50% 
flash storage, which means that 87% are running with less than 50%.  Within the next 24 
months, 35% of respondents indicate that they will be running in storage systems composed of 
more than 50% flash – almost tripling today’s flash penetration.  This chart makes it very clear 
that flash adoption will continue to skyrocket over the next couple of years. 

Figure 2: Flash media adoption rate 
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Production Data Center Total Capacity 
Reviewing the total data capacity in each respondent’s data center reveals that there is a 
surprisingly even distribution across the mid and high-end of the capacity spectrum.  29% of 
respondents have 10TB to 50TB of capacity; 29% have between 50TB and 500TB and 27% have 
500TB or more.  Just 11% of survey respondents have under 10TB while the remaining 4% of 
respondents were uncertain about their total capacity.  Figure 3 provides you with a look at this 
breakdown. 

Figure 3: Total production storage capacity 

 

Company Size 
Company size is often discovered to be a key driver in how certain technologies 
are used.  This report will look at some important storage features by company 
size in order to gain an understanding of how the pool of survey respondents 
stacks up. Figure 4 provides an overview.   

 

 

 

Figure 4: Respondent company size breakdown 
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Storage Characteristics 
Let’s take a look at what really matters to people.  To understand that, we asked respondents to 
rank order a number of different storage characteristics that need to be considered when 
buying new storage. The results are shown in Figure 5. 

What is most surprising is that price – an important characteristic, to be sure – actually ranks 
third overall in relative importance when compared to other characteristics.  Coming in ahead 
of price are performance and resiliency.  This doesn’t mean that people are willing to pay a 
significant premium for storage, but when they do buy, they want to make absolutely sure that 
the solution will meet application performance demands, while also being reliable. 

 

Figure 5: Relative importance of storage features 
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In terms of which storage characteristic people found most compelling, there are a number of 
key takeaways here that are really important: 

• For the most part, the order of the characteristics doesn’t change much between 
spinning disk, all flash and hybrid users.  One key exception is price for those that run 
hybrid storage.  There, price comes in third place while it comes in second place for all-
disk and all-flash environments.  Another key outlier is QoS in flash systems, which 
comes in fourth place behind performance, price, and support. 

• At first glance at the all-flash respondents chart, you may think that performance is not 
as important as it is for all-disk and hybrid users.  We do not believe that this is the 
case.  Rather, we believe that those who buy all flash systems know that the system will 
inherently perform well, so they prioritize on their need for other characteristics ahead 
of it. 

• Physical density was very low on the list of requirements.  While reducing rack space 
might be a “nice to have” feature, it’s certainly not at the top of buyer’s minds when 
compared to other characteristics. This may be for the same reason listed above in 
regard to performance. 

• Vendor name comes in near the bottom of people’s list of decision criteria.  This is a 
sign that people may be willing to shop around for vendors that can meet critical 
requirements. 

Figure 6 (next page) breaks down storage characteristic importance by company size.  Here, 
you can see that performance and resiliency remain very important, but focus on price changes 
a bit. Very large companies don’t focus on price nearly as much as smaller companies. It’s 
important, but large businesses value other factors first.   
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Figure 6: Relative importance of storage features (by company size) 
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Workloads 
Workloads are where the rubber meets the road with regard to storage.  If a storage system 
can’t keep up with your workloads, it doesn’t matter what kind of media it runs.  To discover 
what kinds of experiences people have with their storage, we asked respondents to tell us how 
well certain workloads perform. In these charts, you will see where people feel workloads run 
poorly and where they run well.  We break this down by storage type – disk and hybrid/all 
flash. 

This is not meant to be a comparison!  These results originate from respondents answering 
questions around how well these particular workloads run in their current storage 
environment.  In cases where a workload runs well in both a disk environment and a flash 
environment, it may seem like there isn’t much upside to flash, but that’s not what these data 
points are meant to convey. 

Many workloads – for example, server virtualization and Microsoft applications – are staples of 
the enterprise and poor performance will not be tolerated.  As such, for many respondents, the 
disk-only environment they have in place adequately meets their performance needs… for now. 

You will note that there are some workloads – VDI, Big Data, Oracle – which, when run on 
flash, make for many happier people.  
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Oracle 
Oracle is one of those applications that generally requires a lot of I/O capability, so we would 
expect people using flash in some way to have a better experience than those running all disk. 
The findings are borne out in Figure 7.  In that figure, you can see that those running hybrid and 
flash storage systems have substantially fewer performance complaints than those running all-
disk systems. 

Figure 7: Workload performance assessment: Oracle 

  

For Oracle workloads, almost 90% of flash storage respondents indicate that these workloads perform 
well, 20% more than those running all-disk systems. 
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VDI 
In the early days of VDI, storage proved to be a major roadblock for many would-be adopters of 
virtualization technology.  As flash hit the market, though, that began to change.  Flash 
became a primary enabler for VDI technology and the reasons why are easily seen in Figure 8.  
The delta between people’s experience running VDI in all-disk environments as opposed to 
environments with flash storage is significant. 

You will also notice that the difference in experience for those running hybrid or flash systems 
is significantly better than for those running all-disk systems.  For many, VDI has been an 
original use case for moving to newer storage. 

Figure 8: Workload performance assessment: VDI 
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Big Data 
Figure 9 displays respondents’ experiences running big data applications.  Here, you can see 
that flash does provide a modest performance advantage over disk.  Bear in mind that big data 
applications are often analytical in nature and require high levels of I/O in order to operate.  
With this in mind, it makes sense that flash would provide a major advantage.  In fact, 79% of 
respondents say that their big data workloads run “Well” on flash. 

Figure 9: Workload performance assessment: Big Data 
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File Server 
Figure 10 shows that just about all respondents, regardless of the type of storage they run, have 
a positive experience in terms of performance with file server workloads, and that there is no 
difference in performance outcomes when comparing disk and flash environments.  

Figure 10: Workload performance assessment: File Server 
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Microsoft Applications 
In Figure 11, you can see that those running flash systems have a slightly better experience than 
those running all-disk systems, but only by the smallest of margins. Microsoft applications 
(Exchange/SharePoint, Figure 11) appear to run pretty well for most respondents, regardless of 
the type of underlying storage used.  The same holds true for Microsoft SQL Server (Figure 12). 

Figure 11: Workload performance assessment: Microsoft Applications 

Figure 12: Workload performance assessment: Microsoft SQL Server 
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Server Virtualization 
Figure 13 shows that the perceived performance differences between disk and flash users for 
server virtualization is relatively insignificant. Most respondents running all-flash systems say 
that their environments run very well – and by a pretty reasonable margin – but we don’t see 
that many complaints from those running all-disk, either. Upon reflection, given the ubiquity 
of server virtualization, and that most respondents size their storage environments around this 
use case, it makes sense that the underlying storage media would not have a direct impact on 
perceived performance.   

Figure 13: Workload performance assessment: Server Virtualization 

 

90% of those running server virtualization workloads in their all flash storage environments respond that 
this workload performs well. 
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Data Protection 
We wanted to determine whether the introduction of flash storage induced positive or 
negative changes in the data center.  Data protection is one of the most important functions 
supported by IT.  Without adequate data protection capabilities, organizations face serious risk 
in the event of a data loss situation or outage. 

Although data protection is often considered a separate service from storage, the two are very 
much intertwined.  Over time, more and more storage vendors have brought varying levels of 
data protection capabilities to their platforms.  We asked survey respondents about their 
experience with regard to their ability to meet critical data protection service level agreements.  
We asked this question in a couple of different ways in order to draw some conclusions about 
the impact that the implementation of flash storage has on this need. 

Figure 14 gives a look at these results: 

• The red bars display results for those still fully on disk 

• The purple bars show current flash users’ experience prior to deploying flash 

• The orange bars show how those that have moved to flash systems now view their 
ability to meet data protection SLAs 

It’s abundantly clear that those that have deployed flash feel it is now easier to meet data 
protection SLAs.  Sixty-six percent of those on flash say that it’s easy to meet these SLAs.  Just 
40% of those still running on disk feel the same way.  It’s interesting to see that those that 
reminisce about their pre-flash days (purple bar) felt that they had major difficulty meeting 
data protection SLAs, with only 29% able to meet their goals. 

What this chart doesn’t reveal is the why behind people’s feelings on this topic.  It could be that 
the performance of flash has enabled new capabilities that were simply not possible with all 
disk.  Or, it could be that flash-enabled storage systems have more comprehensive data 
protection capabilities than their old, disk-based systems.  Regardless of reason, it’s good news 
that flash deployment has helped these organizations feel that they are better equipped to 
support data protection needs. 

  

 
Flash basically gives me the option for almost instant 
backup and restore that I never had. It's a no brainer. 
Application Manager/Database Administrator, Technology company 
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Figure 14: Difficulty Meeting Data Protection SLAs 

 

  

 
Introduction of flash-based storage systems changed the 

dynamics of which and how much data is protected via 
scheduled replication. 

Director, Transportation  

Before flash, 71% of respondents had difficulty meeting their critical data protection goals.  After 
deploying flash, that number plummeted to 29%, a reduction of 42%. 
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Snapshot Usage 
Storage snapshots have become increasingly popular as one aspect of an organization’s 
comprehensive data protection strategy.  However, in some scenarios, snapshots can impose 
unacceptable performance penalties in the storage infrastructure.  Different types of snapshots 
carry different levels of impact. 

In Figure 15, it’s easy to see that respondents running hybrid and all-flash environments use 
snapshots more frequently than those that continue to run storage environments based only 
on spinning disk.  In other words, those using flash in some way are also more likely to use 
snapshots on a more regular basis than those using spinning disk. 

Figure 15: Frequency of use of storage snapshots 

  

 
Flash has made using snapshots much quicker and easier 

to complete than disk based processes 
IT Generalist, Banking company 



 

 20 
Survey Report: Flash Insights and Revelations from 1,000 Storage Users 
Page 20 of 34 

There are other factors at play when it comes to the use of storage snapshots, however.  While 
it appears that those that have adopted flash do, in fact, use snapshots more often than those 
running disk, Figure 16 makes it clear that company size is a major factor in predicting the use 
of snapshots.  In fact, as you run the scale of company size, the linear trend lines (dotted lines in 
the chart) perfectly demonstrate this reality. 

In Figure 16, you can see that close to 55% of very large companies (20,000+ employees) use 
snapshots either regularly or constantly.  For small companies (those with fewer than 500 
employees), this number is just 40%. 

Figure 16: Frequency of use of storage snapshots by company size 

 

 

 

 
Snapshots [were] not practical with our old [legacy] 

spinning disk solution; now snapshots are part of our 
datacenter volume mirror solution. 

Server Administrator, Banking company 

Very large companies (those with 20,000 or more employees) are 50% more likely to make constant use 
of snapshots than those in smaller companies. 



 

 21 
Survey Report: Flash Insights and Revelations from 1,000 Storage Users 
Page 21 of 34 

Data Protection Features and Outcomes 
Platform capabilities dictate what kinds of data protection opportunities organizations are 
able to leverage.  To better understand the kinds of features that companies have in their 
platforms, we asked respondents about some specific capabilities. 

It’s absolutely safe to say that those that have adopted flash have at their disposal a much 
wider set of capabilities that they can leverage to improve the organization’s data protection 
stance.  With the exception of traditional backup applications and snapshots, those running 
flash are far more likely to have other features, including remote replication, and replication to 
the cloud.  “Local copies/snapshots” is a bit lower for all flash users here, but we believe that this 
is likely due to these features not being used rather than not being present. 

Snapshots are often seen as a default feature in many of today’s storage systems and may not 
be specifically sought out.  That may explain the reason for the perception that a flash storage 
system does not have snapshots.  It’s also possible that users equate not using snapshots to not 
having the capability. 

Figure 17: Data protection capabilities present in existing storage systems 

  

Those running all-flash systems are almost 27% more likely to use remote replication than those running 
all-disk systems and are 30% more likely to use cloud replication features. 
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Even with all of the features in Figure 17 some companies don’t do a great job on the recovery 
side of the equation.  Data protection is only as good as your ability to recover lost data.  
Unfortunately, all too often, companies discover too late that their carefully crafted data 
protection systems don’t do what they were intended to, and the company either loses data or 
is down for an extended period of time.  Neither situation is palatable, and both can end up 
costing significant sums of money. 

To understand if those running flash are better protected – or at least think they are better 
protected – we asked respondents to describe the outcomes that they are expecting to see 
from their replication/data protection efforts.  As you can see in Figure 18, those running flash 
support most outcomes more fully than those running all disk systems.  This is especially true 
when it comes to high availability and full business continuity capabilities. 

Bear in mind that these results do not necessarily mean that the storage system itself provides 
these outcomes.  It’s entirely possible – and even likely – that the storage system is just one part 
of a larger strategy that enables these outcomes.  We suspect that the speed of the platforms, 
that include flash coupled with enhanced replication capabilities found in modern platforms, 
contribute to the outcomes shown in Figure 18. 

Figure 18: Outcomes supported with replication features 
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In general, company size is also an indicator of the outcomes supported by a storage system’s 
replication capabilities.  Figure 19 shows you the breakdown of outcomes by company size. 

It’s interesting to see that small companies (less than 500 employees) undertake full business 
continuity efforts at a rate (31%) that is higher than medium companies (26%).  It’s no surprise 
that very large companies are far and away ahead of the pack here at 53%. 

Disaster recovery efforts are aligned by company size as well; although there is not a large delta 
between company sizes here.  High availability is another area in which very large companies 
are well ahead of the rest of the pack, coming in at 71%, a full 27% ahead of small companies. 

Figure 19: Outcomes being supported with replication features by company size 
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Data Reduction 
As the world moves inextricably closer to 100% flash, the role of data reduction takes on new 
importance.  There are a number of flash-based storage solutions on the market today that 
describe the amount of storage in terms of “effective capacity.”  In layman’s terms, this means 
that those vendors are selling storage systems with implicit assumptions about the kind of 
data reduction that customers will experience. 

Data Reduction Features 
Data reduction has always been important, but for various performance-related reasons, has 
not always been feasible. The term data reduction is often confusing to people as it 
encompasses of a number of different features that improve the overall capacity efficiency of a 
storage system. 

• Data deduplication. As data is written to a storage array, every block is “fingerprinted” 
and compared to existing blocks on the array.  If that block already exists, the data is 
not saved a second time.  If the block doesn’t already exist, it’s written to the array.  This 
technique can save substantial capacity with highly redundant workloads, such as 
virtual desktop environments. 

• Compression. You can think of compression as a ZIP-like operation in that it simply 
makes files smaller.  Deduplication prevents multiple copies of data from existing on 
the array while compression makes existing files smaller. 

• Thin provisioning. While not really a technique that makes data smaller, thin 
provisioning allows administrators to logically and dynamically allocate storage 
capacity without having to physically allocate all of it from the storage system.  For 
example, if an administrator creates a 10 TB volume, but only 1 TB of that capacity is 
needed, only 1 TB will be allocated.  As data grows, more capacity is physically allocated 
to meet capacity needs. 

Systems with flash often have a combination of one or more of these reduction features, and 
some may even have all three.  Back in the days of disk, reduction technologies were not as 
prevalent as they have become today.  This is partially due to the fact that reduction – 
especially deduplication and compression – can be a processor-intensive operation.  Older 
processors were not always up to the task. 
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With flash - especially before the price of flash media dropped - having the ability to reduce 
data capacity was a key requirement in order to control the cost of the medium.  You can look 
at storage economics in two ways: 

• Capacity.  Capacity is measured in dollars per gigabyte or terabyte.  Here, raw 
(unreduced) spinning disk still wins the day, although the cost of raw flash has 
continued to drop and is expected to reach parity with raw disk in the not-too-distant 
future.  Data reduction, however, has enabled flash storage system vendors to compete 
with disk on capacity-based pricing. 

• IOPS/performance.  For many applications, the key financial metric is performance.  
How much does it cost for the application to perform as necessary?  Often expressed in 
terms of dollars per I/O, flash storage is generally far less expensive than spinning disk 
by this measurement. 

Figure 20 shows you that those that have deployed flash are far more likely to have 
comprehensive data reduction capabilities available.  Fifty-five percent of respondents indicate 
that they have deduplication, while 62% say that they have compression features.  Although 
not always considered a true data reduction capability, thin provisioning is enjoyed by 53% of 
flash respondents vs. 41% that are running on all disk. 

 

Figure 20: Data reduction capabilities provided by existing storage solution 

 

Respondents running hybrid or all-flash systems are far more likely to have comprehensive data 
reduction capabilities when compared to those running all-disk systems. 
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Data Reduction Ratios 
Data reduction is certainly beneficial as it can significantly drive down the cost of storage.  
When vendors describe the capacity of their storage systems with reduction technologies 
included, they often talk about the “effective capacity” of the platform.  They may say that their 
platform is “less than $1/GB effective.” 

What does this mean in reality?  In general, data reduction is expressed as a ratio.  For example, 
if reduction has enabled you to effectively triple the capacity of your storage system, that 
would be expressed as a 3:1 reduction ratio.  Different kinds of workloads reduce differently.  
For example, if you run a medical imaging company, you probably won’t see a lot in the way of 
reduction since all of the data is unique and probably already compressed.  If, on the other 
hand, you run a large VDI environment, you will probably see a very high reduction ratio since 
all of those virtual desktops are virtually identical, thereby benefitting from data 
deduplication. 

Now, the big question is this: Just how much reduction do people actually see in their storage 
environments?  That’s what is shown in Figure 21.  Here, you can see that those running hybrid 
storage see noticeably better reduction rates than those running all-disk systems; while those 
running all-flash systems perform extremely well when compared to either all-disk or even 
hybrid. 

Figure 21: Reported data reduction ratios in existing storage environments 
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The average reduction, as you would expect, is dependent on storage type and is shown below 
in Figure 22.  As you can see, respondents running all-flash storage see average reduction 
rations of a whopping 5.4:1 while those running all-disk are seeing a ratio of 3.8:1.  This is a 39% 
difference and is extraordinarily important when it comes to determining the overall 
economics of a storage solution.  Although that 39% improvement is significant, we were still 
somewhat surprised to see the 3.8:1 average reduction ratio reported by all-disk users.  Bear in 
mind that only those actively using deduplication and/or compression had the opportunity to 
answer this question.  If we were to include those all-disk users that have no reduction 
capabilities in the calculations, that 3.8:1 figure would plummet.  We also surmise that some 
respondents may have included thin provisioning in their calculations.  Regardless, those 
running all-flash systems have a far better reduction experience than those running all-disk or 
even hybrid systems. 

Figure 22: Average data reduction by storage type 

 

 

 

Respondents running all-flash systems get 39% better data reduction than those running on spinning 
disk and 20% better reduction than those running hybrid storage systems. 
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Quality of Service 
In order for storage systems to maintain the performance levels necessary to meet workload 
needs, many storage vendors have implemented quality of service (QoS) features that allow an 
administrator to set limits on how many IOPS can be consumed by a client or on a volume.  
Administrators can also configure clients or volumes with a guaranteed level of performance 
for applications that require a lot of I/O. 

As we sought to find out what really changes when respondents make the jump from disk to 
flash-based systems – including hybrid systems – we wanted to understand where QoS falls on 
the spectrum. We asked respondents for their thoughts on the importance of QoS controls 
when comparing disk to flash. 

Even when broken down by the type of storage environment as shown in Figure 23, there is very 
little variation in how respondents view QoS.  This doesn’t mean that QoS isn’t important, but 
that respondents’ thoughts on QoS don’t change when they make the transition from disk to 
flash environments.  Note that we also allowed respondents to indicate that they have no 
thoughts or opinion on this topic.  The results in Figure 23 do not include those responses. 

Figure 23: Importance of Quality of Service capabilities 
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Operational Environment 
Physical Footprint 
A lot of marketing money has been spent by vendors working to convince flash storage buyers 
that they can reduce the physical footprint of their storage environments by adopting flash 
storage.  In other words, they can use less rack space than when they were running all disk 
environments.  This guidance stems from a couple of areas:  First, there have been 
organizations that, in order to combat storage performance problems in their all-disk systems, 
were forced to “throw hardware at the problem.”  These companies didn’t need more capacity, 
but they did need more IOPS, so they “added spindles” (code for adding arrays of hard disks) 
just to have more spindles across which to spread workloads.  This is an expensive way to add 
capacity since it requires buying more hardware; as well as more rack space, power, and 
cooling.  So, there is definitely good reason to suspect that a move to flash can help to reduce 
footprint. 

Further, let’s consider reduction.  If you run an all-flash storage environment and you get the 
average 5:1 data reduction rate, that means that you need just one-fifth of the capacity that you 
would need if you didn’t have data reduction.  The need for less capacity means that you 
probably need fewer shelves of storage. 

Figure 24 (next page) demonstrates that those that have deployed flash have a slightly stronger 
belief that flash storage increases the amount of rack space that’s necessary for storage.  20% 
of respondents running disk systems and 25% running flash systems believe that they will 
increase their use of rack space. 

Here’s the major caveat: did these customers actually replace their old storage with flash 
storage or did they augment their old storage with flash storage?  If it was the latter – they 
simply added flash to support key workloads – there would not have been a decrease in rack 
space usage. 

  

Conventional wisdom that flash storage reduces data center storage footprint generally matches reality.  
Those running disk and those running flash have very similar thoughts and experiences. 
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Figure 24: Respondent thoughts regarding rack space usage differences between flash and disk  

Power and Cooling 
One of the economic benefits with regard to flash revolves around the idea that power and 
cooling costs go down once flash is deployed.  After all, flash disks have no moving parts and 
thus generate less heat.  It can be an economic boon for large organizations that have a lot of 
storage. 

When looking at the primary storage breakdowns in this report shown in Figure 25, it appears 
that general wisdom on this topic very much holds true and power and cooling costs do, in fact, 
decrease.  The fact that the numbers in all three scenarios in Figure 25 are so close between the 
all-disk respondents and those that have deployed flash in some form indicates that the 
guidance provided by vendors is generally true.  The vast majority of all-disk respondents 
believe that power and cooling costs do go down. The vast majority of those that have actually 
deployed hybrid and all-flash systems report that this has been their experience. 

Figure 25: Respondent thoughts regarding the cost of power and cooling differences between disk and flash 
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Impact on Replacement Cycle 
Most organizations have established replacement cycles for the various and sundry equipment 
types present in the data center.  The replacement cycle dictates how long you will keep a piece 
of equipment in place before replacing it with newer hardware.  Replacement cycles are driven 
by these key factors: 

• Manufacturer warranties and support contracts. As long as a vendor still supports a 
particular piece of equipment and can provide replacement parts, and as long as that 
hardware meets the needs of the business, it may stay in production. 

• Business needs. If the equipment has hit the end of its lifecycle and no longer meets 
the needs of the business, it might be replaced even if it’s still supported by the vendor. 
Flash largely resolves this issue, at least from a performance perspective.  It is unlikely 
that an organization will be forced to upgrade a flash system for performance reasons. 

• Depreciation schedules. Some organizations base their replacement schedules solely 
on depreciation schedules for various types of equipment.  Once the equipment is fully 
depreciated, it’s replaced and the depreciation schedule begins anew. 

Figure 26: Respondent thoughts on flash vs. disk replacement cycle differences 
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With flash storage, we wanted to determine how people view replacement decisions as 
compared to disk.  Figure 26 is the culmination of that effort, and, as you can see, a whole lot of 
respondents – whether they’re currently running all disk or some flash – feel that a move to 
flash can potentially lengthen replacement cycles.  From a budget perspective, this can be a 
major win and can bring down amortized annual cost for storage in a significant way.  Fourty-
five percent of those running disk and 41% of those on hybrid storage believe that they can 
increase the length of their replacement cycles.  However, a full 57% of those running all-flash 
systems believe that they will be able to extend their refresh cycles. 

Just 20% or so of respondents believe that a move to flash will have an adverse impact on 
replacement cycles, and the balance don’t see the length of the replacement cycle changing 
due to the type of disk in use. 

Respondents certainly still have concerns around flash, though.  Even though many believe 
that flash has the potential to increase the length of the replacement cycle, there is some 
concern around flash endurance.  As you may already know, unlike spinning disk, flash media 
has a finite lifespan measured in program/erase cycles.  Each time a flash cell is subjected to 
the program/erase cycle, it loses some of its ability to hold a charge.  Eventually, that cell will 
simply wear out and become unusable.  Early in the days of flash storage, this was a serious 
concern and between this issue and the massive expense, flash was not seen as a serious 
enterprise contender. 

All of that has changed.  Today, flash pricing has plummeted.  On the endurance and reliability 
front, both flash disk manufacturers and storage system vendors have invested tremendous 
energy into addressing the longevity issue.  There are now complex processes that happen 
under the hood of flash storage systems that largely eliminate the reliability issue. 

Flash is enabling a simpler upgrade of technology rather than going through an outright 
replacement.  For example, one respondent had this comment in response to the technology 
refresh cycle: “With advances and changes in flash (i.e., new 15TB SSDs ), I can see the refresh 
[replacement] happen less often, but the upgrades occurring more often.”  In other words, this 
respondent understands that technology will continue to advance.  In the world of flash, as 
long as the existing system can accept then-current media, it may not be necessary to rip and 
replace the whole chassis or cabinet.  Instead, you may be able to simply upgrade or add 
storage to an existing system and maintain that investment. 

Most All-Flash storage respondents believe that they will be able to extend their technology refresh 
cycle.  Over 40% of those running disk and hybrid systems feel the same about flash. 

 
No round, brown, spinny things to break. No moving pieces 

except maybe a couple of fans. [Read/Write] cycle life has not 
yet been an issue. 

Technical Architect, Telecommunications company 
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Appendix A: Demographic Information 
This appendix provides additional demographic information about survey respondents. 

Figure 27: Respondent company vertical 
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Figure 28: Number of storage administrators in respondent company 

Figure 29: Respondent general responsibilities 
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